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Putting AI agents through their paces on general tasks

Fernando Perez-Cruz 1 Hyun Song Shin 1

Abstract
Multimodal large language models (LLMs),
trained on vast datasets are becoming increasingly
capable in many settings. However, the capabil-
ities of such models are typically evaluated in
narrow tasks, much like standard machine learn-
ing models trained for specific objectives. We
take a different tack by putting the latest LLM
agents through their paces in general tasks in-
volved in solving three popular games - Wordle,
Face Quiz and Flashback. These games are easily
tackled by humans but they demand a degree of
self-awareness and higher-level abilities to exper-
iment, to learn from mistakes and to plan accord-
ingly. We find that the LLM agents display mixed
performance in these general tasks. They lack the
awareness to learn from mistakes and the capacity
for self-correction. LLMs’ performance in the
most complex cognitive subtasks may not be the
limiting factor for their deployment in real-world
environments. Instead, it would be important to
evaluate the capabilities of AGI-aspiring LLMs
through general tests that encompass multiple cog-
nitive tasks, enabling them to solve complete, real-
world applications.

1. Introduction
There is ongoing debate on whether Large Language Mod-
els (LLMs) will eventually lead to Artificial General In-
telligence (AGI) (Morris et al., 2024; Altman, 2024) or
superintelligence (Altman, 2025; Amodei, 2024) in the fore-
seeable future. Regardless of how AGI or superintelligence
are defined (Altmeyer et al., 2024), the fundamental promise
of AGI-aspiring LLMs 1 lies in their potential to substitute
humans in performing tasks in real-world environments,

1Bank for International Settlements, Basel, Switzerland.
Correspondence to: Fernando Perez-Cruz <fernando.perez-
cruz@bis.org>.

1By AGI-aspiring LLMs, we specifically refer to any current
or future machine learning model with zero-shot abilities, capa-
ble of potentially performing any human task without requiring
task-specific adaptation. In particular, this includes contemporary

without requiring adaptations to those environments to suit
their operational needs. However, the typical evaluation pro-
cedures for AGI-aspiring LLMs consist of one-dimensional
well-defined problems with clear metrics. These tests enable
researchers to gauge the proficiency of LLMs and facilitate
consistent comparisons to demonstrate progress. But, even
when some new tests are extremely challenging (Besiroglu
et al., 2024; Phan et al., 2025), excelling in them does not
carry the same implications as it would for a human. Fur-
thermore, once these tests are mastered, we will still find
ourselves no closer to achieving AGI or superintelligence.

These issues come to the fore in applications of interest to
central banks, such as the process for arriving at monetary
policy decisions based on the totality of incoming evidence.
The policymaking process involves not only the routine
tasks such as running the suite of forecasting models based
on predetermined datasets, but in having the judgment and
self-awareness to identify gaps in knowledge, examining
alternative economic indicators of activity or price-setting,
and weighing the evidence in a shifting economic environ-
ment. These skills are particularly important at turning
points in the economic cycle, such as when inflation rose
rapidly in 2021 following the Covid shock. Crucial to the
economic policymaking process is the self-awareness to
learn from past mistakes and to change course when circum-
stances demand it. Indeed, the presence of mind to know
when “circumstances demand it” entails a high degree of
judgment and sophisticated understanding of the economic
and policy environment.

With these considerations in mind, we put the latest LLM
agents through their paces in general tasks by confronting
them with the relatively simple task of playing the New
York Times games of Wordle (NY Times Games, 2021),
Face Quiz (NY Times Games, 2024), and Flashback: Your
Weekly History Quiz (NY Times Games, 2023) (we describe
these games below). These games are easy for humans to
play (and hence their popularity), but they draw on skills
of recognising when the answers are incorrect, learning

models such as Claude with Computer Use (Anthropic, 2024), Ope-
nAI’s Operator (OpenAI, 2025) or DeepMind’s Project Mariner
(DeepMind, 2024). These models are multimodal LLMs based on
the transformer architecture, capable of processing various data
modalities as input (e.g., text, speech, images) while generating
multimedia outputs and the capacity to employ tools.
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from mistakes and diagnosing the change in course that
would address areas of weakness. The three games are in
the training set of LLMs and they know the general rules on
how to play them. However, the LLM agents turn out to be
much less good in having the other cognitive abilities that
are needed to solve them consistently.

Instead, our tests of the latest LLM agents suggest that they
lack the self-awareness to recognise consistently when their
answers are incorrect and lack the ability to experiment
in the most effective way to remedy their ignorance. In
short, they fail to know what they don’t know, and fail
to know which actions on their part would remedy their
lack of knowledge. For central banks in their policymaking
process, these gaps would be particularly important to bear
in mind. AGI-aspiring AI agents are still some way off from
displacing human decision-makers in real world settings.

Along with our main findings, we offer some general propo-
sitions that we may usefully bear in mind for general appli-
cations of AI:

1. Setting general tasks is critical in testing LLM agents
in real life applications. Real-world challenges are
not one-dimensional tasks, but instead require multiple
cognitive capacities. AGI-aspiring applications should
be able to navigate the complexity and ambiguity of
real-world scenarios.

2. Humans excel at adapting to dynamic environments
and at handling general cognitive tasks effortlessly.
AGI-aspiring LLMs should exhibit similar flexibility.

3. Most importantly, AGI-aspiring LLMs must be
equipped with mechanisms for self-assessment, self-
criticism, and autocorrection. This ability to evaluate
and improve is crucial for ensuring reliable perfor-
mance in dynamic and unstructured real-world scenar-
ios, since perfect performance is unlikely.

The third implication is the most important. We should
evaluate the capabilities of AGI-aspiring LLMs through
general tasks that encompass multiple cognitive capabilities,
enabling them to solve practical, real-world applications.

We can dub this evaluation process as learning to experiment.
The perspective is that of humans conducting experiments,
which in turn entail numerous additional subtasks that must
be executed to ensure the success of the experiment. Experi-
ments require thorough preparation and careful interpreta-
tion of results, both of which are essential for determining
the subsequent steps. For humans, these secondary tasks are
relatively trivial and are carried out with a high degree of ac-
curacy, with an inherent ability to recover from errors when
they occur. Most real-life experiments involve the comple-
tion of multiple interconnected subtasks. As such, LLMs

should not be evaluated solely on their ability to perform the
most complex primary task, but rather on their proficiency
with the overall task as a whole, as proficiency in the most
complex tasks does not necessarily imply competence in
simpler ones.

The remainder of this paper is organised as follows. We
review the literature on the various evaluation benchmarks
and datasets in Section 2. In Section 3, we demonstrate
how current LLMs with computer use possess certain self-
correcting abilities, although they exhibit deficiencies in
some aspects that impede their capability to solve complete
tasks. In Section 4, we introduce two motivating examples
to underscore the necessity for comprehensive experiments
in evaluating AGI-aspiring LLMs. We present an alternative
views in Section 5 of counterarguments to our main point.
We conclude the paper proposing two scenarios on how AGI-
aspiring LLMs could be used in central banks in Section 6
and with a discussion in Section 7.

2. Literature Review
LLMs are typically evaluated by assigning them tasks
deemed complex. Their ability to perform these tasks often
elicits amazement (Bubeck et al., 2023; Wei et al., 2022a;
Srivastava et al., 2023). Observing their struggles with
seemingly simple tasks can lead to surprise or entertain-
ment (Perez-Cruz & Shin, 2024; Mirzadeh et al., 2024;
OpenAI Community, 2024; Jiang et al., 2024; Shi et al.,
2023; Schaeffer et al., 2023). This human-centric approach
to evaluation has been formalised through initiatives such as
LLM Arena (Chiang et al., 2024). LLMs are also assessed
using standardised tests, ranging from middle school mathe-
matics to the Law Bar exams (Cobbe et al., 2021; Katz et al.,
2024; Hendrycks et al., 2021; Rein et al., 2023; Huang et al.,
2024). Today, we commonly accept that state-of-the-art
AGI-aspiting LLMs can pass the Turing test (Biever, 2023).

In the paper On the Measure of Intelligence (Chollet, 2019),
Chollet argues for a broader approach to measuring intelli-
gence: “We then articulate a new formal definition of intelli-
gence based on Algorithmic Information Theory, describing
intelligence as skill-acquisition efficiency and highlighting
the concepts of scope, generalization difficulty, priors, and
experience, as critical pieces to be accounted for in charac-
terizing intelligent systems.” At the conclusion of the paper,
Chollet proposes a new dataset designed to evaluate whether
AI systems are intelligent, consisting of 400 few-shot learn-
ing visual reasoning tasks. Early results from OpenAI’s
GPT o3, fine-tuned for these tasks, have reportedly been im-
pressive (Chollet, 2024). Yet, we do not consider OpenAI’s
GPT o3 to be AGI.

Recently, Epoch AI has introduced FrontierMath, a test
with extremely challenging mathematical problems which
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according to Terence Tao should take AI several years to
solve (Besiroglu et al., 2024). Safe AI proposed the dramatic
Humanity’s Last Exam, on extraordinarily hard questions,
(Phan et al., 2025). On those two test, the performance of
state-of-the-art LLMs is today in the single digits.

No matter how challenging these tests may be, they will
eventually be beaten—and likely much sooner than most
people anticipate. This is because, as a community, when
presented with a well-defined problem and a clear metric for
success, we inevitably find ways to excel at it. Unfortunately,
once these tests are solved, we will still find ourselves no
closer to achieving AGI or superintelligence. This brings us
to the main point of our paper about needing comprehensive
experimentation of complete tasks.

3. How good are LLM agents at playing
Wordle?

We put LLM agents through their paces by asking them to
play three games from the NY Times: Wordle (NY Times
Games, 2021), Face Quiz (NY Times Games, 2024), and
Flashback: Your Weekly History Quiz (NY Times Games,
2023).

Wordle is a well-known word game that gained widespread
popularity approximately five years ago. The objective is
to guess a five-letter word that is obscured behind five tiles
by offering guesses. The game necessitates adjusting the
guesses appropriately depending on the feedback on the
previous guesses. Each guess must be a valid five-letter
word, and the colour of a tile will change to show you how
close the guess was. If the tile turns green, the letter is in the
word, and it is in the correct spot. If the tile turns yellow, the
letter is in the word, but it is not in the correct spot. If the
tile turns grey, the letter is not in the word. The number of
guesses are limited, and winning the game entails guessing
the word within the finite number of trials.

Our main experiments are conducted by testing Claude with
Computer Use (Claude CU) (Anthropic, 2024) for its abil-
ities with different ancillary subtasks needed to solve the
three games above. We use Claude CU because DeepMind’s
Project Mariner (DeepMind, 2024) is not widely available.
OpenAI released Operator on 23rd January (OpenAI, 2025),
but Operator cannot access the games due to their ongo-
ing legal dispute with the New York Times (Grynbaum &
Mac, 2023). A brief test using Operator was conducted on
wordly.org and a Google form and they are shown at
the end of this section.

It is important to emphasise that, with this paper, we do
not intend these three examples to become standardised
tests. Any LLM evaluated on a high-level cognitive task
should have that task embedded within a broader process
that mirrors the real-world context in which a human would

solve it. This broader process should require the use of
additional cognitive skills to address the task in its entirety.

3.1. Wordle with Claude CU

In the first experiment, we evaluate how Claude CU per-
forms in solving Wordle in the single prompt, shown in
Figure 1. Since Wordle is included in the training data for
LLMs, there is no need to explain its rules for Claude to
be able to play. However, it is well-documented that LLMs
struggle with tasks involving precise letter counting, so we
anticipated errors when determining subsequent words.

Figure 1. Prompt use to ask Claude CU to solve Wordle.

To be clear, the lesson from this experiment is not to claim
that Claude is incapable of playing Wordle2. Rather, the
purpose is to analyse which other cognitive abilities are
employed correctly and to identify areas where there is
potential for improvement.

We begin reporting the successful instances. Using the pro-
posed prompt, Claude CU successfully navigates to The
New York Times Wordle page. It accepts the privacy pref-
erences and the updated terms of reference, then clicks the
play button and closes the “how to play” instructions by
clicking the “X” in the top right corner. Occasionally, it
reads the instructions, though not consistently, as it already
understands how to play. It then plays the word STARE as
its initial guess3.

2As we will demonstrate later, OpenAI’s GPT o1 can solve
Wordle flawlessly with perfect feedback, and a future iteration of
Claude trained with chain of thoughts prompts may also achieve
this.

3At this stage, without halting Claude, we recentre the screen
to ensure the entire Wordle board is visible—this is our only inter-
vention.
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When performing these steps, Claude sometimes attempts
to interact with the terms of reference banner first and tries
to click “continue” before accepting the privacy preferences.
When this approach fails, it identifies that the privacy pref-
erences must be accepted first and adjusts its actions accord-
ingly. On occasion, it requires multiple clicks on a button
(e.g., “accept all,” “continue,” “play,” or “X”). Errors during
these clicks do not hinder its ability to proceed with playing
Wordle. It remains unclear whether these errors stem from
misalignment of the screen capture causing the clicks to
occur outside the buttons, or whether the clicks were simply
not executed or registered. However, the cause of the error
is less significant than the fact that Claude CU can recover
from it. In rare cases, it reloads the page to resolve an issue.

This resilience to errors was the specific feature we aimed
to evaluate with this new protocol. The ability of an LLM
to recover from mistakes or inconsistencies is noteworthy.
While LLMs are unlikely to achieve perfection in every task,
their capacity to self-correct or adapt ensures resilience, en-
abling their application in more complex tasks. Claude CU
demonstrates an ability to recognise when something has
gone wrong and either retry or adjust its approach. It is also
worth highlighting that Claude can read every banner and in-
teracts with every button, regardless of how and where they
are displayed or sized. This showcases a cognitive ability to
comprehend the scene and engage with it effectively. Such
adaptability underpins the promise of employing LLMs in
automation tasks that are not specifically standardised for
their use, which is one of the key advantages expected from
these universal tools.

On the other hand, two types of cognitive limitations restrict
Claude’s ability to successfully solve Wordle. First, on oc-
casion, it misinterprets the background colour of the letters,
leading to incorrect feedback. Second, when it inputs a
non-English word, a four-letter word, or a six-letter word,
it fails to delete the incorrect entry before proceeding with
the next guess. This latter error is particularly critical, as it
prevents recovery. The first error, while less severe, misin-
forms Claude about the word restrictions, complicating the
selection of subsequent guesses. We will now examine two
specific examples.

On 29th December, we conducted an illustrative example to
examine the outcomes when Claude proposes an incorrect
word. For the first three guesses, it used STARE, PLAID,
and FANCY. The letter A appeared as yellow in the first
two words and green in the third, while all other letters were
marked as grey. Claude correctly interpreted the feedback
but failed to adjust the position of A from the third position
in the second word, despite informing us that it did.

For its fourth guess, Claude attempted WALK. It says
that all letters are grey (they are not) and then proposed
MASH but did so without deleting WALK, resulting in

the invalid word WALKM. Following this, it stated that it
would try DASH, but no input was recorded on the Wor-
dle screen. Subsequently, it proceeded to suggest MATCH
and HAPPY, but these entries were not registered by the
game because WALKM had not been erased. Finally,
Claude declared that it had won with HAPPY, as shown
in Figure 2. The full interaction can be accessed here:
https://tinyurl.com/5xs8jumt.

Figure 2. Final text generated by Claude CU when solving 29th
December Wordle. In the resolution, it proposed MATCH after
DASH.

We use the solution for 12th January 2025 as an example
to illustrate the errors Claude makes when misreading the
background colours4. In the second word, Claude believes
A is green. However, still moved to the 4th position in the
3rd word. In the 4th and 5th word, Claude declares the first
A is yellow. It inform us it won after the 6th word is entered
(Figure 3).

This experiment demonstrates that Claude CU can interpret
the scene, click the correct buttons, and recover from some
errors when it fails to click accurately. However, it struggles

4Full transcript: https://tinyurl.com/yc4mesj6.
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Figure 3. Claude CU summary after completing Wordle on 12th
January.

to interpret corectly the background colours of certain letters.
It often declares victory even when some letters remain
grey or yellow or an invalid word is shown. The issue of
falsely declaring a task as successfully completed when it
is not is particularly concerning. If we are to rely on LLMs
to perform tasks autonomously, we must expect them to
reliably inform us when they are unable to complete a task.
Resolving this issue is imperative before such models can
be entrusted with autonomous operations.

Are these instances mere anecdotes, or do they occur regu-
larly? To answer this, we contemporaneously solved Wordle
63 times between 10th November 2024 and 12th January
2025 (excluding 24th December). Claude solved the puz-
zle correctly on 17 occasions. On 16 occasions, it became
stuck on an invalid word yet eventually declared victory. It
declared victory in fewer than six tries 19 times, declared
it won in six tries seven times, and noticed it had lost four
times upon seeing the correct word displayed at the top of
the screen after the sixth attempt.

In 17 + 4 instances, Claude processed the final screen cor-

rectly, but in two-thirds of the cases, it falsely declared
victory when it had not succeeded. This issue requires reso-
lution to ensure consistent and accurate task performance in
the future.

3.1.1. CLAUDE 3.5 SONNET

To isolate the errors, we also solved Wordle using the chat-
bot version of Claude Sonnet 3.5, utilising a more detailed
prompt (see Figure 4). The final portion of the prompt would
not typically be necessary for a human to play Wordle, even
though the game’s instructions do not explicitly explain that
black font letters on a white background indicate invalid
word. Nonetheless, we aimed to provide the most compre-
hensive and effective prompt possible to optimise Claude’s
performance in solving Wordle. In this setup, the feedback
provided to Claude consisted of a screenshot of the 6x5
Wordle board, rather than a screenshot of the full screen.

Figure 4. Prompt use to ask Claude 3.5 Sonnet and OpenAI’s GPT
o1 to solve Wordle.

In this case, performance improved significantly. Claude
solved 34 out of the 63 Wordle cases correctly. In three
instances, it failed on the sixth attempt but correctly recog-
nised that it had lost. In ten cases, it gave up after proposing
an invalid string, a four-letter word, or a six-letter word.
Notably, it never declared victory with non-words, as it
did when using the computer interface. However, in the
remaining 16 cases, it incorrectly declared that it had won.

This example illustrates that information which is obvious
to humans (e.g., words with black letters on a white back-
ground are invalid) is not inherently obvious to Claude. The
error rate in detecting the background is lower in this case
because the image provided is larger and devoid of clut-
ter. While it may be possible to create a better prompt for
Claude with CU to improve its performance, our attempts to
instruct it to delete incorrect letters were unsuccessful. Fur-
thermore, for most tasks, it would be nearly impossible to
enumerate every potential issue within the prompt. Anyway,
AGI-aspiring LLMs should be able to deal with incomplete
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information, as a human would.

Figure 5. OpenAI’s GPT o1 reasoning on the 4th word on 13th
December’s Wordle.

3.1.2. OPENAI’S GPT O1

Does the GPT family exhibit the same issues with image
processing as Claude? To investigate, we decided to solve
Wordle on the same days using OpenAI’s GPT o1 (OpenAI,
2024), which has been specifically trained to generate its
own Chain of Thoughts (Wei et al., 2022b) during iterative
calls to the LLM. OpenAI’s GPT o1 demonstrates excellent
performance in solving Wordle when provided with perfect

feedback. It effectively utilises all the available information
and, on the rare occasions it makes a counting error, it
recovers in the subsequent word proposal. Its performance
in solving Wordle is comparable to that of a skilled human
player (our personal assessment).

However, when using the prompt in Figure 4 and provid-
ing OpenAI’s GPT o1 with a screenshot of the 6x5 Wordle
matrix after each word, as with Claude 3.5 Sonnet, it occa-
sionally misreads the background colours of certain letters.
Its error rate for this task is below 2%. However, this per-
letter error rate translates to a failure to solve Wordle in 13
cases, equating to a 20% overall error rate.

Of these 13 failures, in seven cases, it complained about
the feedback being erroneous but failed to recognise that it
was in control of the feedback it received. In five cases, it
prematurely declared victory when it had not actually solved
the puzzle. In one case, it recognised and recovered from
the error, but it ran out of options to complete the word in
six tries. In the 50 cases where it solved Wordle correctly,
47 were flawless, while in three instances, it encountered
minor positioning errors but successfully recovered from
them.

In Figure 5, we present the interaction following the reve-
lation of the feedback from the third word. OpenAI’s GPT
o1 observed that proceeding with the pattern O ER would
result in an excessive number of possibilities, thus hinder-
ing the ability to solve the Wordle within the remaining
three attempts. Consequently, it opted to ‘sacrifice’ a move
to gather additional information, thereby enabling a solu-
tion in the subsequent step. This is a skill that typically
requires time for humans to develop when playing Wor-
dle. The complete iteration can be accessed via this link:
https://tinyurl.com/5n769tjk.

We also noted that when it mistakes the colour of a let-
ter, it complains about the feedback being incorrect, yet
it does not verify it (Figure 6). It is as though the feed-
back is external to OpenAI’s GPT o1. If it possessed the
capability to autocorrect, it would clearly recognise the er-
ror. However, once it converts the image into feedback, it
accepts it as the truth, and all subsequent decisions are
based on this information. In many real-world scenar-
ios, information will be contradictory, and AGI-aspiring
LLMs need the ability to self-assess and critique different
pieces of information to arrive at the correct conclusion.
Even in this instance, when it is not in control of the com-
puter, it demonstrates limitations in significant ancillary
subtasks. The complete iteration can be accessed via this
link https://tinyurl.com/8pzxxpth.

It is reasonable to anticipate that if OpenAI were to develop
a model like Claude CU with OpenAI’s GPT o1, the error

6



Putting AI agents through their paces on general tasks

Figure 6. OpenAI’s GPT o1 last conclusion after the 4th word on
6th December’s Wordle.

rate would likely increase, as it happens with Claude, unless
the model were equipped with robust mechanisms for self-
criticism and error correction. Even when OpenAI’s GPT
o1 successfully solves Wordle, errors in minor ancillary
cognitive tasks can prevent it from completing the overall
task effectively. OpenAI’s Operator uses GPT4o and we
illustrate its performance at the end of this section.

We tried to solved Wordle with the same prompt with
DeepSeek R1 model to compare its abilities to OpenAI’s
GPT o1, however it is not able to process the screenshot
with the feedback.

3.2. Face Quiz

In the second experiment, we tested the models using The
New York Times end-of-year Face Quiz, in which 52 pho-
tographs are displayed, and the objective is to identify the
character in each photo (NY Times Games, 2024). The
prompt instructed Claude to navigate to a link and, after we
logged in, to click “play”5. The game mechanics involve
showing a photograph with a text box where the answer
can be entered. If uncertain, Claude could click “I need a
hint,” which would provide a textual clue. Two examples
are illustrated in Figure 7.

In terms of game mechanics, Claude performed very well.

5The game is available only to New York Times subscribers.

It read the instructions and clicked “play” as directed. When
unsure of a person’s identity or needing to double-check its
guess, it requested a hint. After entering the name, it clicked
“submit” and waited for the next picture to appear before
continuing. It required self-correction on two occasions.

The first instance occurred when we instructed Claude to
click “play,” and it responded that it did not see the option.
Claude then took another screenshot, successfully identified
the “play” button, and began the game. The second error
happened with Picture #21, where it failed to correctly click
the “submit” button, or the button malfunctioned. Claude
did not recognise that the same image was still displayed
and made a second guess, entering two names: Jemima
Montag and Dean Phillips. Both guesses were incorrect, as
the person in the photograph was Rachael Gunn.

Figure 7. Images #1 and #21 from the Face Quiz 2024 game. In
the first one, we can see the mouse about to hit “I need a hint”.
In the second image, we can see where the hint is displayed and
when it entered both names before submitting.

Overall, Claude demonstrated a high level of performance
in all cognitive tasks associated with the quiz, requiring few
instances of self-correction. The ultimate success in this
task, however, depends on its ability to correctly identify
the individuals in the photographs.

The complete recording of Claude’s resolution of The
New York Times Face Quiz can be accessed here:
https://tinyurl.com/3x57d7k5. While our pri-
mary objective is not to evaluate the main task, we provide
a summary of its performance for completeness. Claude
correctly identified 37 out of the 52 individuals. In 29 cases,
it did not require a hint; in two cases, it used the hint to
confirm its initial guess; and in six cases, it relied on the
hint to identify the correct individual.

Out of the 15 errors, some are understandable given that
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Claude’s training data concludes in April 2023. For instance,
it identified Tim Walz as Jon Voight, Charli XCX as Olivia
Rodrigo, and Alex Cooper as Sydney Sweeney. Others are
less excusable, such as mistaking Denzel Washington for
Idris Elba, RFK Jr for Robert De Niro, and James Earl Jones
for Andre Braugher. The most significant errors included
identifying Bronny James as Austin Reaves and Caitlin
Clark as Aliyah Boston6.

3.3. Flashback

In the final experiment, we evaluated Claude’s performance
on The New York Times Flashback (NY Times Games,
2023). The prompt used to solve the game is shown in
Figure 8, and we tested it on two occasions: 7th and 19th
January7.

Figure 8. Prompt for playing the Flashback Quiz.

When solving this new game, we were pleasantly surprised
by Claude’s ability to navigate to the game, read the in-
structions, and begin playing. It even understood the game
dynamics, recognising that a new fact would appear at the
top of the screen, that it needed to use the mouse to place
the fact in the correct position on a timeline, and that it had
to confirm its decision with an additional click. These steps
were clearly explained at the start of the game and reinforced
when the first event appeared. Claude successfully absorbed
the instructions and executed them as intended. In both
instances, Claude demonstrated a perfect understanding of
the timeline, correctly identifying where each event should
be placed.

On the other hand, Claude makes two critical errors that im-
pact its performance. The first error is the more significant,
as it fails to recognise when the next fact becomes available.
We had to intervene by prompting Claude to acknowledge
that a new event was ready.

6Claude did not recognise Caitlin Clark, and the hint stated that
she was the NBA Rookie of the Year, leading Claude to believe
it was Aliyah Boston, who won the award in 2023 and plays for
the same team. This was one of three instances in which the hint
did not assist Claude, with the other two being Rachael Gunn and
Moo Deng.

7Transcripts: https://tinyurl.com/4rrxvsb6 and
https://tinyurl.com/2p8adczn

The second error relates to the placement of events on the
timeline. Once there were more than three or four events,
Claude consistently placed the new event too low on the
timeline. As a result, instead of earning full marks for accu-
racy, it only received one point for being close. This failure
is particularly noteworthy because, before confirming its
selection, Claude has the opportunity to review the events
positioned above and below its selection and adjust accord-
ingly. However, it never utilises this opportunity to move
the event to the correct position.

Additionally, the errors observed after receiving only one
point for incorrect placement varied between the two days.
On 7th January, Claude congratulated itself for getting the
placement correct and being awarded one point. Conversely,
on 19th January, it recognised that it was receiving only one
point due to incorrect placement. However, it was unable to
adapt and ensure accurate placement on subsequent attempts.
A human, if confronted with such an error, would have no
difficulty adjusting their approach to correct it.

Furthermore, at the end of the process, Claude was unable
to accurately recognise the score it had achieved. On 7th
January, it incorrectly declared that it had earned 20 points
and had made no errors, when in fact it was awarded only
16 points. On 19th January, it stated that it had achieved 12
out of 32 points, even though the maximum possible score
was 28 (three points for the first four events and four points
for the final four).

3.4. OpenAI’s Operator

3.4.1. WORDLY

We were unable to utilise OpenAI’s Operator in the NY
Times Wordle, and thus decided to use an open ver-
sion to solve the game. These are not direct compar-
isons, as there is no archive and the words differ. Nev-
ertheless, it will provide an indication of its capabilities.
We recorded two instances of the game, played on 28th
January. In the first instance, we simply instructed it
to visit a link and play the game (Figure 9), while in
the second instance, we provided instructions similar to
those in Figure 4. The full interaction can be accessed
via this link: https://tinyurl.com/ycxzyjkm.
Additionally, we have recorded videos for both in-
teractions: https://tinyurl.com/5cuz3at3 and
https://tinyurl.com/2s4zhjjm. The real-time
duration for the first video is 17 minutes, and 8 minutes
for the second. They are recorded at a speed of x3.

The first point to observe is that Operator does not explain
the rationale behind its actions. We are unaware of how it
determines which letters correspond to which colours. Con-
sequently, we cannot ascertain whether it is making errors
in colour identification or merely failing to adjust the letters
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Figure 9. OpenAI’s Operator solving Wordly with short prompt.

from one position to another. Compared to Claude, Operator
is adept at recognising when it has typed an incorrect letter.
However, the number of incorrectly typed letters is sub-
stantial. It is disconcerting to witness its repeated mistakes.
The objective input word is located at the bottom left of the
video. Additionally, it utilises the keyboard to delete the
erroneous letter, rather than the mouse, and it could employ
the same method to input the letters more precisely in game,
thereby rectifying its uncontrollable use of the mouse.

In the first instance, after 17 minutes and attempting four
words, it gives up, stating that it has finished. In the second
instance, it declares that the game is over and that the top
word is the correct one, even though it does not match the
description in the prompt and has not yet proposed a valid
6th word.

3.4.2. GOOGLE FORM

We initially created a Google form to test Claude CU
to the first illustrative example of solving a mathemat-
ics exam in Section 4. We proposed simple questions
with the aim of determining whether Claude CU could
answer the questions in various formats. Unfortunately,
Claude’s constitution does not permit it to complete Google
forms, as they are intended solely for humans. Conse-
quently, we decided to test whether Operator could solve
it. Its interaction with the Google form can be viewed here:
https://tinyurl.com/y596vhvk.

Operator demonstrated proficiency in the mechanics of com-
pleting this form. We might venture to suggest that during
its RLHF training, it has encountered Google forms before,
even though it had not previously seen Wordle boards. The
video progresses rather quickly; here are the errors to watch
for in the video:

1. It assumes the triangle is isosceles rather than equi-
lateral and inputs the incorrect area. The correct area
would be

√
3d2. This result is shown in Figure 10.

(This question could be ambiguous, but most individu-
als would compute the area of the entire triangle, not
half of it.)

2. It solves the first linear equation incorrectly. The true
value is 1, not 5/7.

3. In the score sheet, it states that the first value is 0
instead of 1 and the second value is 2 instead of 3. It
had previously calculated 3 correctly.

4. It inputs the incorrect word for the third column, using
the word from the fifth row instead.

5. It miscounts the number of A’s. There are 6, not 4.

Figure 10. OpenAI’s Operator filling out a Google form.

Most of the errors could have been resolved if OpenAI’s
Operator had reviewed their solutions before adding them
to the form or proceeding to the next step. This is a practice
that students learn when taking standardised online exams to
avoid losing points for questions they knew how to answer.

4. Other Examples
We now present two further examples. The first example is
feasible for evaluation with the current capabilities of AGI-
aspiring LLMs –as illustrated above in Subsection 3.4.2–,
while the second is more forward-looking of the type of
capacity we expect of AGI. However, it serves to illustrate
the necessity for LLMs to possess broader capacities beyond
merely solving the primary task.

4.1. Online Exam Solver

In this scenario, the LLM would need to perform a variety
of tasks, including accessing the exam link, reading and
interpreting the instructions, and responding to the ques-
tions presented. Rather than being prompted and evaluated
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sequentially by a human—where the primary focus is on
its mathematical abilities—the LLM would independently
operate the computer administering the exam.

The exam could feature a variety of question formats, such
as multiple-choice questions, text boxes for written re-
sponses, or other types. Some multiple-choice questions
might necessitate selecting a single correct answer, while
others may allow for multiple correct answers. In cases
of uncertainty regarding the correct answer, the provided
marking instructions serve as a guide. The questions may
refer to a table or an image that provides supplementary data
required to solve the problem and might not be collocated
with the text. The image may merely serve as an illustration
and not be drawn to scale.

If a text box is provided, should the response be detailed, or
is it sufficient to supply only the final numerical answer? Is
there a character limit for each text box? Can the system
include formulas, and if so, in what format should these be
presented? Does the system have access to all questions
simultaneously, or must it answer them sequentially without
the ability to revisit or amend previous responses after pro-
gressing to the next question? If the exam is time-limited,
this would significantly influence the system’s approach to
answering the questions.

Once it begins addressing the questions, it must ensure that
answers are input in the correct format and are accurate. The
system should also possess the capability to delete an answer
if it identifies an error or determines that the response has
been entered in the wrong location. After completing a
question, does the system need to explicitly save and submit
the response, or can it simply proceed to the next question
by scrolling down or selecting “next”? Finally, is the score
sheet provided as a separate document?

This example illustrates that humans naturally perform nu-
merous cognitive subtasks when undertaking a job/exam.
Humans typically excel at these subtasks to a degree that
is orders of magnitude greater than their proficiency in the
primary task, allowing us to interpret the results of an exam
as a measure of their knowledge in the subject. However,
we recognise that these additional tasks carry a cost. This
is why certain accommodations are provided to some stu-
dents—such as extra time, quieter rooms, or the ability to
take breaks—ensuring fairness in the evaluation of the most
complex task (i.e., completing the exam). Similarly, we
should not assume that LLMs will perform these subtasks
effortlessly; rather, they should be assessed holistically, as
students are.

LLMs such as Claude 3.5 Sonnet with Computer Use (An-
thropic, 2024), the recently announced Project Mariner at
Google/DeepMind with Gemini 2.0 (DeepMind, 2024) or
OpenAI’s GPT4o-based Operator (OpenAI, 2025) are al-

ready capable of attempting this type of task. We anticipate
that many more models will develop the capability to utilise
computers and address comprehensive tasks with a single
prompt. The SAT, which is now fully administered digitally
(College Board, 2023), and the Law Bar exam, scheduled
to transition to a digital format in 2025 (The State Bar of
California, 2024), present prime opportunities to conduct
comprehensive evaluations of these models.

4.2. LLM doctor

LLMs are very good at diagnosing complicated diseases
(Goh et al., 2024). However, the broader task would involve
evaluating an online LLM-powered doctor conducting a con-
sultation with a new patient who describes their symptoms.
The LLM doctor would also have access to the patient’s
complete medical history. In this scenario, the LLM doctor
would need to listen to the patient, read and interpret their
medical history, ignoring irrelevant information, and request
any necessary tests—ranging from basic temperature mea-
surements to advanced PET scans—receiving results in the
same format and time as a human doctor. The number of
ancillary tasks involved in this process8 is extensive.

The LLM doctor would need to not only understand the pa-
tient’s verbal communication but also observe and interpret
non-verbal cues and behaviours. It would need to identify
the relevant portions of the medical history and infer the
significance of any gaps in the records. If prescribing medi-
cation, the LLM doctor would need to determine the correct
dosage, account for potential interactions with other med-
ications, and consider any allergies. Test results might be
received at uneven intervals, requiring the LLM doctor to
adapt its responses based on the severity of the findings.

Follow-up appointments, whether scheduled or unsched-
uled, would inform the LLM doctor about the efficacy of
prescribed treatments and whether additional procedures or
tests are necessary. The LLM doctor would also need to con-
sider the passage of time, interpreting what it signifies for
the progression of the patient’s condition or their prospects
for recovery. Moreover, the LLM doctor would need to
update electronic medical records and manage billing—a
task presenting challenges similar to those outlined in the
previous example.

To the best of our knowledge, no existing system is capable
of achieving this today. This example merely illustrates the
complexity of practising as a doctor (or as a lawyer, central
banker, or even a software developer) and highlights the
extensive range of cognitive and soft skills that must be
acquired before such tasks can be performed without human
intervention.

8We are not medical doctors and a practising physician would
likely provide a more precise and comprehensive list.
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5. Alternative Views
An opposing argument to that of this paper is that AGI-
aspiring LLMs do not need to be tested on comprehensive
tasks. We identify two primary ways to support this alterna-
tive view.

First, LLMs with AGI capabilities or superintelligence are
still fundamentally machine learning algorithms, which are
often most effective when applied to narrow, specialised
tasks. Such models might achieve superhuman performance
in areas like mathematics or physics while remaining aver-
age or below human abilities in other domains. Requiring
them to handle comprehensive tasks could place an unneces-
sary burden on their development, potentially limiting their
ability to excel in specific areas where they could surpass
human capacities.

Forcing these models to be comprehensive may restrict their
potential to achieve breakthroughs in narrow but critical
fields. For example, models such as AlphaFold (Jumper
et al., 2021) could be viewed as narrow superintelligent
algorithms that significantly augment human capabilities.
AGI-aspiring LLMs do not necessarily need to be a single,
monolithic model capable of doing everything. Instead, they
could be conceived as a collection of narrow LLMs (or other
machine learning algorithms), each excelling in a specific
domain, coordinated by a gatekeeper LLM whose primary
role is to identify the appropriate expert for a given task.
The superintelligence of such a gatekeeper would lie in its
ability to know who knows.

Second, once AGI has been achieved with an LLM, the ca-
pacity for self-criticism and auto-correction would naturally
emerge as part of its development. If a model is truly AGI,
it is reasonable to assume that it will have acquired these
capabilities in the process of becoming intelligent. Testing
LLMs on comprehensive tasks at this stage may be unnec-
essary, as it attempts to address a problem that will likely
resolve itself once AGI is realised.

Our counterarguments would be:

The narrow gatekeeper model would need the ability to
critically evaluate the outputs of other narrow models or to
assess its own decisions regarding task delegation. With-
out such critical capacities, the gatekeeper itself would be
limited, undermining the overall effectiveness of the system.

The second argument is circular and self-referential. It might
be credible if AGI-aspiring LLMs were trained exclusively
in a self-supervised manner. However, as long as they are
also trained using methods such as Reinforcement Learning
with Human Feedback (RLHF) (Christiano et al., 2017),
Reinforcement Learning with AI Feedback (RLAIF) (Lee
et al., 2024), or supervised fine-tuning, the emergence of
certain capacities would require explicit training.

6. LLMs Scenarios for Central Banks
In this paper, we have argued that LLMs aspiring to achieve
AGI or superintelligence must demonstrate the ability to
integrate mastery of numerous cognitive subtasks to suc-
cessfully solve complete tasks. In the examples provided in
the third section, we illustrated the wide range of subtasks
required to solve seemingly simple games and highlighted
how current LLMs, when used with a computer interface,
are capable of performing many of these subtasks. However,
they are still unable to accomplish many of them.

We can envisage that, prior to the full operationalisation of
AGI-aspiring LLMs, they may be utilised as copilots9. This
approach is likely to be more straightforward and render
LLMs immediately useful. Consequently, in this paper, we
propose two scenarios for their utilisation within central
banks.

Scenario 1 involves the implementation of AGI-aspiring
LLMs as copilots that augment, rather than replace, human
skills and workers. Scenario 2 considers a more radical pos-
sibility that entails the deployment of AGI-aspiring LLMs
as agents10 that are capable of substituting some human
roles. These two scenarios can be seen as extremes of a con-
tinuum, where copilots become increasingly capable and
independent, ultimately leading to the use of agents that
replace many human functions.

• Scenario 1: Implementation of AGI-aspiring LLMs
as copilot systems. In this scenario, AGI-aspiring
LLMs are deployed as tools within central banks to
assist human experts in their daily tasks. These tools
can range from internal chatbots fine-tuned on central
banks’ documents and policies to tailored solutions for
handling financial data. Other applications of copilots
include assistance with data analysis, verifying trans-
actions conducted by central banks, report generation,
and coding. These tools are typically prompted with
natural language, and their output can include text,
code, images, and audio. In this first copilot scenario,
AGI-aspiring LLMs enhance human capabilities, rather
than replacing them, thereby increasing the effective-
ness of central bank staff and allowing them to focus
on more complex, high-level tasks.

• Scenario 2: Implementation of AGI-aspiring LLMs
9An LLM copilot is defined as a tool designed to assist humans

in performing tasks such as software development, document sum-
marisation, email drafting, and image generation. This assistance
is provided in response to prompts given by humans using natural
language.

10Among the various definitions of agents, we prefer that of an
agent as an AGI-aspiring LLM capable of utilising a computer, as
we have illustrated throughout this paper with Claude Computer
Use (Anthropic, 2024), OpenAI’s Operator (OpenAI, 2025), or the
forthcoming DeepMind’s Project Mariner (DeepMind, 2024).
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as agents. This second scenario envisages autonomous
AGI-aspiring LLM agents that can replace humans in
specific, well-defined tasks with minimal human over-
sight. Unlike the copilots in Scenario 1, which assist
staff, AGI-aspiring LLM agents could directly utilise
a computer. These capabilities would enable a wider
range of autonomous tasks. As demonstrated in this
paper, these AGI-aspiring LLM agents are still in their
beta phase and require general enhancements. Addi-
tionally, they must be constrained by prompts or fine-
tuned for specific tasks to evolve into truly autonomous
agents that can be reliably entrusted by central banks
to perform tasks independently. In all these applica-
tions, human oversight will remain crucial. While
AGI-aspiring LLM agents can perform narrowly de-
fined tasks independently, a “human in the loop” is
still needed to interpret findings and make high-level
decisions. In this scenario, some tasks of central bank
staff can be taken over by AI tools, but new tasks will
also be created.

7. Discussion
The primary limitation of these models lies in their inability
to self-criticise and self-correct, which will be essential for
LLMs to be truly effective in the workforce. It is also worth
noting that while LLMs can be useful without achieving
superintelligence, superintelligence cannot emerge unless
they can successfully complete complex tasks requiring
diverse cognitive abilities. For this reason, we argue that
AGI-aspiring LLMs should be evaluated through broad,
comprehensive experiments11 that encompass multiple
cognitive tasks, allowing them to solve complete, real-
world applications.

The current development of LLMs bears similarities to the
development of self-driving cars. A decade ago, it seemed
as though fully autonomous vehicles were on the verge
of becoming a reality (Holdren et al., 2016). However,
before cars could be fully self-driving, it was necessary to
achieve a high level of reliability in numerous repetitive
tasks that occur frequently, as well as to account for a wide

11In the experiments in this paper, we have not addressed the use
of an AGI-aspiring LLM as a copilot, as proposed in the Scenario
1 above. However, evaluating their performance in this context
could depend on the proficiency of the human utilising the LLM,
which introduces a challenge for fairly assessing their capabilities.
Even in a copilot scenario—where a human provides input and cor-
rects the output—it would still be desirable for the LLM to handle
multiple tasks autonomously between human checks. Furthermore,
evaluating them on comprehensive tasks could help identify areas
where the LLM demonstrates weaknesses. This information could
then be used either to improve the model or to determine where
additional human oversight is required. Consequently, conduct-
ing experimentation without relying on copiloting would also be
valuable for developing effective copilots.

variety of low-probability scenarios. This has proven to be
a slow and ongoing process, with functioning self-driving
cars currently limited to a small number of cities, which
hardly cover complicated cases.

For LLMs, we envision that the proposed comprehensive
tests would enable these systems to master many of the repet-
itive, low-level cognitive tasks necessary for them to become
both useful in the sort-term and capable of achieving superin-
telligence. Last year, a paper entitled Open-Endedness is Es-
sential for Artificial Superhuman Intelligence (Hughes et al.,
2024) argued that for AI to become superintelligent, it must
possess the ability to self-improve. In this paper, we con-
tend that before an LLM can become self-improving, it
must first develop the abilities to self-assess, self-criticise,
and autocorrect.
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